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a b s t r a c t 

The shared nature of wireless communication, the open access to wireless medium, the tightly coupled 

design principle of wireless network protocol and the scarcity of radio spectrum make wireless networks 

vulnerable to different types of jammers, which prevents the normal communication among legitimate 

nodes by occupying wireless channel or corrupting network protocols’ working process and poses a seri- 

ous threat to the stability and security of the network. To tackle this security threat, a few anti-jamming 

schemes have been put forward including channel hopping, spatial retreat, etc. Among these strategies, 

jammer localization has attracted much attention in recent years since it is very helpful for jamming- 

avoidance routing and even jammer elimination. However, existing algorithms mainly focus on the local- 

ization of jammers equipped with omnidirectional antennas and fail to handle directional jammers, i.e., 

those attackers with directional antennas. In order to bridge this gap, this paper puts forward an Adaptive 

Jammer Localization Algorithm (AJLA) which can locating both types of jammers. At first, an identifica- 

tion method is employed to estimate the jammer’s antenna type. If a omnidirectional antenna is adopted, 

typical existing algorithm, such as Centroid Localization (CL), Virtual Force Iteration Localization (VFIL), 

can be utilized to locate the jammer. Otherwise, an Improved Gravitational Search Algorithm (IGSA) is 

developed for directional jammer localization. A series of simulation experiments have been conducted 

to evaluate the performance of the proposed method. Experimental results show that AJLA-IGSA could 

locate the directional jammer efficiently and accurately. Besides, the complexity of information collection 

and localization process are also analyzed by experiments. 

© 2018 Elsevier B.V. All rights reserved. 
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. Introduction 

We are now living in a huge network interwoven by various

ireless communication products, which bring many convenience

o our daily life. However, the shared nature of wireless commu-

ication, the open access to wireless medium, the tightly cou-

led design principle of wireless network protocol and the scarcity

f radio spectrum make wireless network vulnerable to different

inds of security threats, such as Denial of Service (DoS) attacks,

orm attacks, etc. Jamming attack, as one type of Dos attacks,

as been widely adopted by attackers for its easily deployment

nd severe damage to the network [1] . Jamming attack can pre-

ent communications among legitimate nodes by occupying wire-

ess communication channel or damaging the working process of

etwork protocols [2,3] . For instance, a jammer can break down

he CSMA/CA protocol through continuously sending fabricated

lear-to-Send (CTS) packets to the network. To restore normal net-
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ork service, many anti-jamming strategies have been presented

t many different protocol layers, among which jammer localiza-

ion has attracted special attention since it provides us a chance to

emove the jammer from the network based on its location. 

Jammer localization has been widely investigated in recent

ears, and a number of algorithms have been proposed. Exist-

ng jammer localization algorithms can be divided into two cate-

ories, i.e. range-based ones and range-free ones. Typical methods

nclude Centroid Localization (CL), Virtual Force Iteration Localiza-

ion (VFIL) [4] , Double Circle Localization (DCL) [5] etc. However,

ost of current algorithms only focus on the jammers equipped

ith omnidirectional antennas and cannot adapt to those scenario

here directional antennas are adopted by the jammers. The prop-

gation of the omnidirectional antenna is isotropy and its influ-

nced area is approximately a circle [6] . In contrast, a jammer

quipped with direction antenna could impact an irregular area.

urthermore, it is very hard, or if not impossible, for us to know

he jammer’s type in advance. 

To tackle this problem, we need a jammer-type independent lo-

alization method which can locate both types of jammers without

nowing their antenna models in advance. To fulfill this require-

https://doi.org/10.1016/j.comnet.2018.05.002
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ment, we face two unique challenges compared with omnidirec-

tional jammer localization problem: 

• Our method needs to firstly estimate the antenna type of the

jammer since it has not pre-knowledge. In other words, it can

distinguish the jamming scenarios caused by omnidirectional

and directional jammers. 

• We need to develop a new directional jammer localization

method since no existing algorithm available to the best of our

knowledge. This is more challenging compared with omnidirec-

tional jammer localization since the influenced area of the jam-

mer is irregular. 

In this paper, an Adaptive Jammer Localization Algorithm (AJLA)

is presented which can tackle the above two challenges simultane-

ously. AJLA firstly identifies the jamming scenarios to determine

the jammer’s type. Then, existing localization algorithms (e.g., CL

and VFIL) are employed directly to locate the omnidirectional jam-

mer. For the directional jammer, a novel jammer localization based

on Improved Gravitational Search Algorithm (IGSA) is designed.

The main contributions of this paper are three-fold: 

• A jamming scenario identification method is put forward based

on the jammed area’s topology information. At first, an in-

formation collection protocol is designed to gather the Re-

ceived Jamming Signal Strength (RJSS) values from boundary

nodes. Then, with no prior knowledge of the jammer’s antenna

type, the boundary nodes’ positions and RJSS values are uti-

lized to reflect the influenced area’s characteristics and iden-

tify the jammer’s antenna type. With typical network settings,

this method can accurately distinguish directional and omnidi-

rectional antennas. 

• A novel localization algorithm based on IGSA is proposed to lo-

cate the directional jammer since no available localization al-

gorithm can accomplish this task to the best of our knowl-

edge. Compared with current adopted Multilateral localization

method, our IGSA-based localization method can decrease the

mean localization error from 7.5 m to roughly 1.1 m under typ-

ical directional jamming scenarios. Furthermore, the proposed

method can also be adapted to locate omnidirectional jammer,

and it can achieve better accuracy than existing algorithms. 

• A series of experiments have been conducted to evaluate the

performance of our proposed algorithm. Simulation results

show that AJLA can accurately and effectively locate both jam-

mer types. 

The organization of the rest of the paper is as follows. Ex-

isting jammer localization algorithms have been summarized in

Section 2 . Section 3 formulates the problem of jammer localization.

AJLA is presented in Section 4 and its evaluation method and re-

sults are shown and analyzed in Section 5 . The last section briefly

summarizes the paper. 

2. Related work 

Over the past few years, jamming detection and jammer local-

ization have been investigated a lot and several strategies have

been proposed to detect or locate the jammer. Generally speak-

ing, the process of mapping jammed area or locating the jammer

is usually conducted after detecting the jamming attack. 

2.1. Jamming attack and detection 

The impact of jamming attack on the network was analyzed by

Xu et al. firstly and four types of jammers were presented in ref-

erence [7] , i.e., constant jammer, random jammer, reactive jammer

and proactive jammer. As the rapid development of wireless net-

work technologies, more intelligent ways could be utilized by ad-

versaries to launch jamming attack. Zhang et al. put forward the
amming ACK attack to disrupt the traffic flow of IEEE 802.11 net-

orks [8] . When the receiver sent back the ACK to the sender, the

ammer would send out packets to collide with the ACK packets.

aw et al. put forward several jamming ways, i.e. S-MAC, LMAC, B-

AC, to attack the data link layer of the network [9] . Little effort s

ould be expended to launch such energy-efficient jamming at-

acks. A synchronization-based distributed denial of service (DDoS)

ttack was put forward by Subir Biswas et al. to attack the vehic-

lar networks [10] . The jitter and background period of road-side

nits (RSUs) were synchronized by the attacker in order to launch

 successful attack. The jammer was assumed to be equipped with

earning ability by Yang et al. against low-duty-cycle networks [11] .

hey formulated the problem of learning and attacking for the

ammers as a joint optimization problem and an iterative method

as proposed to solve it. 

Correspondingly, a series of detection methods have been pro-

osed to determine the existence of the jammer. For the physical

amming attack, Xu et al. put forward several strategies to detect

he jammers [12] , such as distance consistency or position consis-

ency detection. Fragkiadakis et al. combined the simple thresh-

ld algorithm and Dempster–Shafer algorithm to detect physical

ayer jamming attacks [13] . This collaborative detection method

ncreased the performance by more than eighty percent. As for

he intelligent jammers, simple detection method based on Sig-

al to Noise Ratio (SNR) would fail to cope with them. In such

ase, more information in physical, MAC or protocol layer should

e collected before conducting the detection process. The corre-

ation between three parameters, i.e. Packets Delivery Rate (PDR),

ignal strength, was utilized by Sufyan et al. to detect the jam-

ing attack in IEEE 802.11b network [14] . Different types of jam-

ing attacks were considered when detecting the jammer. Punal

t al. put forward one detection method based on machine learn-

ng for IEEE 802.11 network [15] . A helper metric including PDR,

ax.IT, channel time, busy time, was employed as the input of the

etection system. Typical machine learning methods, i.e. C4.5 De-

ision Tree, AdaBoost, Support Vector Machine (SVM) and Expec-

ation Maximization (EM) were utilized to detect the jamming at-

ack. Zou et al. aimed to detect the CTS jamming attack by com-

aring the destination address in the CTS frame with the infor-

ation of neighbor nodes [16] . The address should belong to the

wo-hop neighborhood set, or the control packets can be viewed

s fabricated. The neighborhood information needed to be updated

y sending periodic HELLO packets. Soryal et al. took the DoS at-

ack on MAC layer into consideration and the variety of network

hroughput was utilized to detect and identify the MAC-layer jam-

ing attack [17] , which can increase the probability of successful

ransmitted packet. Then, the maximum throughout was derived

n terms of maximum number of packets for the nodes in order

o decide the baseline for the detection threshold. Li et al. also

ook this kind of selfish node with smaller backoff time into con-

ideration and put forward a real-time detection scheme [18] . In-

tead of comparing the backoff time between nodes, the observer

alculated the joint probability of the events that one node chose

horter backoff time and then, a confidence level was proposed to

ualify the confidence of detection results. 

.2. Omnidirectional jammer localization 

Without depending on specialized devices, Anthony D. Wood

t al. have proposed a Jammed-Area Mapping Service for sensor

etworks to detect and map jammed areas through protocol inter-

ction [19] . The output of jamming detection module is a JAMMED

r UNJAMMED message broadcast to the node’s neighbors. The

oundary nodes inside the jammed area broadcast the message

o the mapped nodes outside the region. The mapped nodes col-

aborate to map the jamming reports, then reroute traffic around
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he jammed area. However, the nodes need to broadcast the mes-

age, which may bring about “Broadcasting Storm”. As for the jam-

er localization, it makes it possible to eliminate the jammer by

hysical ways when the positions of the jammer have been es-

imated accurately. The problem of jammer localization has been

rought into focus by several researchers in recent years. Gener-

lly speaking, jammer localization algorithms can be divided into

ange-based ones and range-free ones. 

The distance between the jammer and the nodes are utilized by

he range-based algorithms to locate the jammer. Through simula-

ions, Pelechrinis et al. found that the PDR of the nodes decreases

hen the distance between the jammer and nodes [20] increases.

n the other words, the node with minimum RDR value locates

losest to the jammer. Therefore, the PDR values of the node and

ts neighbors can be investigated to search for the jammer itera-

ively. Later, this method was improved by Wang et al. and they

ombined this method with adaptive power adjustment [21] . The

ode’s power was adaptively adjusted when node’s PDR value de-

reased to be zero. Simulation results showed that the localiza-

ion accuracy was improved. The jamming attack could influence

he hearing range of the node and the closer between the node

nd the jammer, the smaller the hearing range is [22] . The radius

f node’s hearing range is closely related to the jamming power

nd the relative distance between the jammer and the node. Then,

he problem of jammer localization is translated to a least squares

roblem. Liu et al. formulated the problem of jammer localization

o a non-linear optimization problem and the genetic algorithm

as employed to solve this problem [23] . Wei et al. also made

he research on the collaborative mobile jammer tracking and the

ammer is located based on multilateral localization method [24] .

n reference [25] , Fan et al. has proposed the noise node elim-

nation method, which can be used to improve the localization

ccuracy. 

The information of jammed nodes and jammed area are ex-

loited by range-free algorithms to locate the jammer. CL is the ba-

ic range-free algorithm and the centroid of the jammed nodes was

onsidered as the estimated jammer’s position. VFIL was proposed

y Liu et al. to locate the jammer [4] . At first, the CL was em-

loyed to locate the jammer initially. Then, the jammed area for-

ulated by the estimated jammer’s position and the real jammed

rea were compared in order to adjust the jammer’s position iter-

tively. The iteration would terminated until all the jammed nodes

ere covered by the estimated jammer. Sun et al. adopted the con-

ex hull that formulated by the boundary nodes to estimate the

ammer’s position [26] . The center of the minimum circumscribed

ircle was considered as the jammer’s position. α-hull was em-

loyed by Zhang et al. to minimize the circumscribed circle of the

ammed nodes [27] , and the least squares circle was adopted to

earch for the jammer’s position iteratively. 

.3. Multiple jammers localization 

For multi-jammers scenario, researchers have put forward sev-

ral multi-jammers localization algorithms to locate the jammers.

he topology formulated by the jammed nodes were employed

o estimate the jammers’ positions respectively [28] . At first, the

ammed area was investigated to estimate the jammer’s number.

he, M-clusters and X-ray were adopted to estimate jammers’ po-

itions respectively [28] . Liu et al. also took the multi-jammers sce-

ario into consideration and investigated different network topol-

gy formulated by the jammed nodes [29] . At first, the minimum

panning tree was utilized to identify and separate the jammed

egion and boundary region. For the sequential opening multi-

ammers scenario, the mirroring algorithm and Least-square (LSQ)

lgorithm were adopted to locate the jammers. For the scenario

here multi-jammers are turned on simultaneously, the Gauss–
ewton Searching algorithm was adopted to search for the jam-

ers’ positions. k -mean cluster was employed by Wang et al. to lo-

ate the multi-jammers [30] . At first, the neighbor nodes’ informa-

ion was collected by the nodes whose power could adjust adap-

ively. Then, k -mean cluster algorithm was adopted based on the

odes’ positions to estimate the number and positions of the jam-

ers. 

From the above analysis, it is obvious that existing localiza-

ion algorithms are conducted under the assumption that the jam-

er is equipped with omnidirectional antenna. However, the di-

ectional jammer scenario invalidates this assumption and makes

hese localization algorithms fail. Several range-based algorithms

e.g. multilateral localization) may be utilized to locate the direc-

ional jammer, but their localization results are inaccurate. More-

ver, no paper takes the identification of jammer’s antenna type

nto consideration. Therefore, this paper aims to put forward an

daptive jammer localization algorithm that consists of two steps:

dentification and localization. Specially, a novel IGSA-based jam-

er localization algorithm is proposed to locate the directional

ammer. 

. Problem formulation 

To facilitate problem formulation, network, jamming and wire-

ess channel models are introduced firstly. Then, the problem of

ammer localization is formulated. 

.1. Models and assumptions 

.1.1. Network model 

The characteristics of the wireless networks investigated in this

aper mainly include: 

• Stationary . The nodes are distributed randomly in the deployed

area and communicate with each other through wireless chan-

nel in ad hoc mode. Once deployed, the nodes’ positions remain

unchanged in the localization process. 

• Neighbors awareness . The nodes are equipped with omnidi-

rectional antenna and their transmission powers are assumed

to be constant. Therefore, the communication distance of all

the nodes is similar and nodes within each other’s transmis-

sion range will be neighbor nodes. Each node’s routing table is

maintained and updated regularly. 

• Location awareness . The nodes’ positions can be acquired by

GPS devices or some kind of localization algorithms. This can

be accomplished in the initial deployment process. 

.1.2. Jamming model 

The jammer can have omnidirectional or direction antennas and

his knowledge is not available in advance for the localization al-

orithm. The transmission power of the jammer is assumed to be

table in the localization process. 

.1.3. Wireless channel model 

Typical wireless channel models include free-space propagation

odel, shadow-fading model, exponential-fading model etc. The

hadow-fading model is used to model the small scale fading cir-

umstance, which would be employed in this paper. If the receiver

ocated at the distance d from the transmitter, the received power

L ( d ) is: 

 L ( d ) = P L ( d 0 ) − 10 η log 

(
d 

d 0 

)
+ X σ (1) 

here PL ( d 0 ) represents the received power at specific distance d 0 
nd η is the fading index. X σ is the Gauss random variable with

ero mean and variance σ 2 . 
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signal strength can be viewed as the RJSS. 
3.2. Impact of jamming attack 

The jamming attack can be launched from physical or MAC

layer. The difference between jamming attacks initiated from phys-

ical and MAC layers is that the physical jamming attack would

emit the signals independent of wireless nodes while the MAC-

layer jamming attack needs to sense the state of the communica-

tion nodes before emitting jamming packets. The objective of both

methods is to decrease the SNR of the receiver in order to make

the legal packets be decoded incorrectly. In order to guarantee that

the signal can be decoded correctly by the receiver, the received

SNR should exceed a certain threshold. Besides, some more intel-

ligent jammers would disguised as a legal node to send back the

acknowledgement messages, such as the CTS jammer proposed in

reference [16] . In this case, the jamming attack needs to be identi-

fied by exchange of MAC layer information. 

According to the network protocols, each node determines its

neighbors based on the received SNR and certain topology control

protocols. Generally speaking, when all the neighbor nodes of an

observer remain silent, the received noises mainly include back-

ground noise and jamming signal. However, the interference from

other senders cannot be avoided. Thus, as for any pair of transmit-

ter node i and receiver node j , the received SNR at node j is: 

N R i j = 

P i j 

P N + P J + 

∑ 

k ∈ v ( j ) 
P k j 

(2)

where P J is the received jamming power from the jammer. P ij is

the received signal’s power from node i and P N is the background

noise. P kj is the signal received by node j from neighbor k and v ( j )

represents the neighbors set of node j except node i . Then, the

state of communication link l ij between node i and node j can be

presented as: 

 i j = 

{
0 , SN R i j ≤ γ0 

1 , SN R i j > γ0 
(3)

where γ 0 is the threshold of received SNR. l i j = 1 represents that

the normal communication between node i and node j is not af-

fected by the jammer while l i j = 0 represents the communication

between them is disrupted. 

According to the change of neighbor list, the nodes in the

jammed wireless network can be divided into three categories: 

• Unaffected node . A node is unaffected if it can receive packets

from most of its neighbors after the appearance of the jammer

while its received SNRs from most of its neighbors do not de-

crease remarkably. 

• Jammed node . A node is considered to be a boundary node if it

lost b percentage of neighbors or its received SNRs from some

of its neighbors drop significantly. 

• Boundary node . Besides unaffected and jammed nodes, other

nodes in the network are boundary nodes, which usually could

still communicate with a few neighbors with acceptable SNRs. 

Note that our definition here is different from the one made in

reference [31] . This is due to the following two reasons. Firstly, a

node can judge its own status based on its own information in our

judgement method while it has to contact nodes with unknown

status to decide its own status in reference [31] . Secondly, in refer-

ence [31] , to decide a jammed node’s status, it has to try to com-

municate with all the unaffected nodes. This is hard to achieve

or at least very time-consuming since it has to firstly determine

which nodes are unaffected nodes. 

3.3. Problem formulation 

Under the above network settings, we aim at locating the jam-

mer without any prior information of its antenna type. This pro-
ess is usually conducted after jamming detection. We have sum-

arized the related work on physical and MAC-layer jamming at-

ack and corresponding detection methods. Many network metrics,

ncluding SNR, carrier-sensing time, collision probability, can be

tilized to detect different kinds of jamming attacks. In this sec-

ion, we mainly pay our attention to the localization process. To

chieve this goal, we want to figure out the main challenges in

his process and present our options and basic ideas here. 

In order to locate the jammer, a locating node is selected by

he unaffected nodes through some kind of voting algorithm which

ill be in charge of information collection and jammer localiza-

ion. The locating node now has three main tasks to conduct, i.e.

nformation collection, antenna type identification and jammer lo-

alization. 

.3.1. Information collection 

The information we need to collect should fulfill two main cri-

eria. To begin with, it can be easily measured by any wireless

odes including the simplest sensors in Wireless Sensor Network

WSN). Moreover, it can be used to detect the existence of jam-

ing attacks. Based on these requirements, RJSS is the most suit-

ble metric. Note that even packet or message collision among nor-

al nodes is unavoidable, there are still some effective methods to

istinguish these particular scenarios from jamming attacks [31] .

herefore, it is still possible to derive the RJSS in this circumstance.

As for physical jamming attacks, the jammers would emit use-

ess signals to the wireless channel without considering the nodes’

tate. The nodes can collect the jamming signals without any ex-

ra equipment. However, this collection process is more complex

or MAC-layer jamming attack. Generally speaking, the challenges

f MAC-layer jamming attack mainly include: 

• The jammer only attacks the wireless channel while sensing the

normal communications among nodes. Therefore, the “quiet”

mode can not be adopted to collect the jamming information. 

• The jamming signal is mixed with the normal signals for MAC-

layer jamming attack. Thus, an efficient method is needed to

extract the RJSS from the mixed signals. 

• Intelligent jammers may disguise as legitimate node and act

with similar network protocols. The nodes need to distinguish

the signal type, i.e. jamming signal or normal signal. 

In order to estimate the RJSS of each node accurately, the

ethod proposed in reference [31] is employed. 

• As for the physical jamming attack, the sink node can send

“quiet” command to legitimate nodes after detecting the jam-

ming attack. In the “quiet” periods, the nodes can collect the

RJSS. 

• As for the MAC-layer jamming attack, each node will conduct

the sampling process of ambient noise in the wireless chan-

nel. Considering the behavior of jamming attack and wireless

nodes, the collected ambient noise can be divided into two cat-

egories: one is the noise consists of jamming signal and back-

ground noise and the other is the noise consists of jamming

signal, background noise and signals from other senders. The

variance of measurements is used to distinguish the two cases

and the RJSS is estimated by the average of all measurements. 

• As for the intelligent jammers, the collection process can be

conducted with the detection process synchronously. Take the

CTS jamming attack proposed in reference [16] as an example,

the nodes can identify the jamming signal by exchange the in-

formation of CTS frame with neighbor nodes. If there is no cor-

responding address in the CTS frame, the signal will be con-

sidered as the jamming signal. At the same time, the recorded
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Fig. 1. Jammed area formulated by different jammer. 
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One in particular is the MAC-layer jamming attack proposed in

eference [10] . Though both of the jitter and backoff period have

een synchronized, the jamming signal may exist in the wireless

hannel independently because the nodes will choose the backoff

alue in the backoff period randomly, which cannot be estimated

ccurately by jammers in advance. Thus, the duration of jamming

ignal is biased with that of legitimate signal. 

In addition, the nodes that reporting these information to the

ocating node should be chosen delicately. According to the nodes’

ategories, it is easy to see that the unaffected nodes’ RJSS val-

es are too small (comparing to the background noise) and the

ammed nodes that lost all their neighbor nodes cannot reports

heir information to the locating node. Thus, the boundary nodes

hose RJSS values are high enough and could be able to com-

unicate with unaffected nodes are the possible ones that satisfy

ur needs. Moreover, the locating node needs to design a collect-

ng protocol to gather these RJSS values. To reduce the transmis-

ion overhead introduced by the localization process, the bound-

ry nodes will send their RJSS values and positions to the locating

ode. 

.3.2. Identification of jammer’s antenna type 

After collecting RJSS values and positions of the boundary

odes, the locating node needs to estimate the jammer’s antenna

ype before conducting localization algorithm. For a directional

ammer equipped with an ideal directional antenna, its gain in the

ransmission angle is the same and zero otherwise. The gain of di-

ectional antenna can be expressed as: 

 ( θ ) = 

{
C 1 θ ∈ [ θm 

− θB θm 

+ θB ] 
0 otherwise 

(4) 

here 2 θB is transmission angle. θm 

is the beam width of the di-

ectional antenna. 

Fig. 1 (a) shows a typical scenario of a directional jammer’s in-

uenced area. The white circles represent the unaffected nodes,

he shadow circles represent the boundary nodes and the black

ots represent the jammed nodes. The jammer is denoted by the

entagram. It is clear that the jammed area is irregular and the

ammer is not located at the center of the area. In contrast, the

nfluenced area of the omnidirectional jammer is roughly a circle

n Fig. 1 (b). This means different localization strategies should be

pplied to these different jamming models. Therefore, our local-

zation method should firstly decide the located jammer’s antenna

ype. 

To tackle this problem, we adopt a topology-based strategy. The

asis of this strategy is that the jammed areas caused by different

amming models are different. To be specific, the jammed area for-

ulated by omnidirectional jammer is approximately a circle while

hat formulated by directional jammer is irregular. Therefore, the

ollected information of boundary nodes can be utilized to reflect

he topology of jammed area. If the jammed area is similar to a cir-

le, then it can be determined the existence of an omnidirectional

ammer. Section 4 will illustrate this strategy in detail. 

.3.3. Localization algorithms design 

In order to locate different jammers, we define a jammer’s Lo-

alization Nodes Set (LNS) as the set of nodes which are used to

ocate the jammer. Generally speaking, nodes in a jammer’s LNS

re usually selected from those nodes which are influenced by it,

.e., the jammed nodes or boundary nodes. For the omnidirectional

ammer, a few existing localization algorithms are available to ac-

omplish the localization task. However, there is no localization al-

orithm that aims at locating the directional jammer to this end.

ome range-free localization algorithms can be adopted to locate

he directional jammer, but the performance is poor. 
To realize directional jammer localization, we employ IGSA in

his paper. GSA is a heuristic algorithm that has been widely used

n many fields and achieves good performance. However, GSA is

ensitive to the distribution of initial particles and cannot be em-

loyed to locate the directional jammer directly. Based on the ob-

ervation that the directional jammer locates at the edge of the

ammed area, we need to refine the original GSA algorithm to in-

rease the randomness of particles’s positions in order to prevent

he GSA from falling into local convergence. 

. Algorithm design 

The adaptive localization process of jammer (omnidirectional

ammer or directional jammer) can be divided into three steps: in-

ormation collection, identification of jammer’s antenna and design

f localization algorithms. 

.1. Preliminary 

An important preliminary for jammer localization is that af-

ected nodes can detect the jamming attack. As a burgeoning re-

earch topic in wireless network security, it has attracted much

ttention in recent years. In the perspective of multiple network

ayers, a few jammer detection schemes have been put forward.

or the elementary and intelligent jammers, there exist several de-

ection schemes. As for physical layer, a series of detection models

ave been presented, such as signal strength measurement, carrier

ensing time, PDR measurement, consistency checks [32] . More-

ver, several proposals have been put forward to detect MAC layer

elfish, DoS or misbehavior [33–35] . Recently there has been an in-
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Fig. 2. Frame structure of information collection. 
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creased interest in network layer intrusion detection to find those

attacks target at route interaction and topology construction. How-

ever, jamming detection is out of the scope of this work as we

focus on jammer localization and assume that wireless nodes can

correctly detect the existence of the jammer. 

After jamming detection, each node has to determine its state

(be an unaffected node, boundary node or jammed node) as de-

fined in Section 3.2 . To achieve this goal, each node maintains its

neighbor number and records each neighbor’s SNR. Then, it will

determine its own state according to the Algorithm 1 , where pa-

Algorithm 1: Node state determination algorithm. 

if a node does not detect jamming attack then 

This node is an unaffected node; 

else 
if this node does not lose any neighbor and its received SNRs 

from most of its neighbors’ do not decrease more than a 

percent then 

This node is an unaffected node; 

else 
if this node loses more than b percent of its neighbors 

then 

This node is a jammed node; 

else 
if more than c percent of its neighbors’ SNRs decrease 

more than d percent then 

This node is a jammed node; 

else 
This node is a boundary node; 

end 

end 

end 

end 

rameters b, c and d are determined by specific network condition. 

4.2. Information collection 

Based on the analysis in the above section, we have to design

an information collection protocol to gather necessary RJSS val-

ues and other related information from nodes in the jammer’s LNS

while reducing the transmission overhead introduced by this pro-

cess since normal communication among the network may be dis-

rupted by the jammers. To achieve this goal, a node is required to

report its RJSS values to the locating node if and only if it is judged

to be a boundary node. 

The boundary nodes will send the collected RJSS values and

their own positions to the locating node. The basic structure of the

reporting message is shown in Fig. 2 , where Node_ID and Desti-

nation_node_ID represent the IDs of the boundary node and locat-

ing node respectively. RJSS and Node_position are the reported RJSS

value and the coordinate of the boundary node respectively. 

4.3. Identification of jammer’s antenna type 

Generally speaking, the jammed area of an omnidirectional

jammer is approximately a circle while that of a directional jam-
er is irregular. Therefore, the locating node needs to judge the

hape of the jammed area based on its collected RJSS values. 

In omnidirectional jammer scenario where the distances be-

ween the jammer and boundary nodes are similar, boundary

odes tend to have similar RJSS values considering that the fad-

ng index of the wireless channel of all the nodes is assumed to

e the same. On the other hand, this observation conclusion is not

old for the directional jammer scenario since the boundary nodes

sually have different distances to the jammer due to the irregular

f the jammed area. Therefore, the variance of the boundary nodes’

JSS values can be utilized to derive the jammer’s antenna type. 

Assume the RJSS value of boundary node i is R i and the total

umber of boundary nodes is S . Then, the variance σ can be cal-

ulated by: 

= 

S ∑ 

i =1 

(
R i − R i 

)2 
(5)

 i = 

1 

S 

S ∑ 

i =1 

R i (6)

here R i is the average RJSS value of the all the boundary nodes.

f σ exceeds a certain threshold η, the jammer is judged to be a

irectional jammer. Otherwise, the jammer is an omnidirectional

ammer. 

.4. Localization algorithm design 

If the jammer is determined to be an omnidirectional jammer,

any existing algorithms can be utilized to accomplish the local-

zation task, like CL, WCL, VFIL, etc. For the directional jammer, we

esign an IGSA-based jammer localization algorithm here. 

GSA is a heuristic algorithm proposed by Esmat in 2009 [36] .

n the GSA, several particles are deployed in the specific area ran-

omly at the initial step and each particle represents a solution of

he problem. The particle’s mass is calculated by the fitness func-

ion, which is related to the particle’s position. Under the action of

niversal gravitational forces among particles, the acceleration, ve-

ocities and positions of particles are updated after each iteration.

n the moving process, the particles will move toward the parti-

le with larger mass, whose value of fitness function is higher. At

ast, the position of particle with largest mass will be considered

s the best solution. At present, GSA has been widely used in data

ining, parameters identification, multi-objective decision, etc. At

he problem of jammer localization, the objective is to estimate

he jammer’s position, which may be mapped to the particles’ po-

itions. Therefore, it is feasible to adopt the GSA to solve the prob-

em of jammer localization. 

The process of proposed IGSA can be divided into four steps:

 ) select the initial particles; 2 ) determine the fitness function; 3 )

alculate the resultant forces; 4 ) update the acceleration, velocities

nd positions of particles. Furthermore, we have improved the ran-

omness of the particles (in subsection to improve the accuracy of

ocalization. 

.4.1. Select the initial particles 

Generally speaking, IGSA is sensitive to the distribution of ini-

ial particles and the initial particle should cover the entire solu-

ion space as much as possible. Therefore, the initial particles’ po-

itions should be chosen evenly from the jammer’s possible posi-

ions. In order to improve the uniformity of the initial particles’

istribution, a backward learning method is adopted to promote

he performance of the algorithm. 

N particles are deployed in a D -dimensional space, the position

f particle i is represented as X i = 

{
x 1 

i 
, x 2 

i 
, . . . , x k 

i 
, . . . , x D 

i 

}
, where
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Fig. 3. Distribution of initial particles. 
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∈ [ a k , b k ] , a k and b k are the lower bound and upper bound in the

 th dimension. Then, the opposite particle of x k 
i 

is ˜ x k 
i 

= a k + b k − x k 
i 
.

t last, the initial particles and opposite particles are all added to

he final particle set. 

Here, the particles are deployed in a 2-D space and a k and b k 
re determined by the area determined by the boundary nodes.

nitially, the acceleration and velocity of the particles are set to be

ero at the first iteration. 

.4.2. Determine the fitness function 

The fitness values of particles are defined to evaluate the close-

ess of each particles’s position to the jammer’s real location. If a

article’s position is close to the jammer’s location, the boundary

odes will receive similar RJSS values when the jammer initiates

ttack in the particle’s position. Given some particular transmis-

ion power of the jammer and a particle’s position, we can cal-

ulate the RJSS value at each boundary node’s location according

o Formula (1) . Then, this value can be compared with the bound-

ry node’s reported RJSS value. The difference between estimated

JSS value and reported RJSS value can be employed to reflect the

article’s estimation accuracy. The closer a particle’s position to

he jammer’s location, the smaller the difference between the es-

imated RJSS value and the reported value at each boundary node

n the jammer’s LNS. Note that we adopt the jamming power es-

imation method illustrated in reference [31] and will discuss it in

ection 4.5 . Based on this principle, we can calculate each particle’s

tness value as follows. 

To be specific, the fitness value fit i ( t ) of particle i at the t itera-

ion can be defined as: 

 i t i ( t ) = 

1 

M 

M ∑ 

j=1 

(
�R j ( t ) − �R j ( t ) 

)2 
(7) 

R j ( t ) = R j ( t ) − ̂ R j ( t ) (8) 

R j ( t ) = 

1 

M 

M ∑ 

j=1 

(
�R j ( t ) 

)
(9) 

here M is the number of nodes in the jammer’s LNS. R j ( t ) and̂ 

 j ( t ) are the reported and estimated RJSS value of node j at t th

teration. �R j ( t ) and �R j ( t ) are the error and average error of the

JSS values respectively. 

.4.3. Calculate the resultant forces 

The Gravitational forces among particles are calculated based

n the their mass. In IGSA, the mass of each particle is determined

y its fitness function: 

 i ( t ) = 

f i t i ( t ) − worst ( t ) 

best ( t ) − worst ( t ) 
(10) 

 i ( t ) = 

m i ( t ) 
N ∑ 

j=1 

m j ( t ) 

(11) 

here m i ( t ) and M i ( t ) are the mass and normalized mass for parti-

le i at the t th iteration. fit i ( t ) represents the fitness value for par-

icle i at the t th iteration. best ( t ) and worst ( t ) are the best value

nd worst value for all the particles at the t th iteration. 

The gravitational force between particle i and particle j in the

 th dimension is: 

 

d 
i j = G ( t ) 

M i ( t ) × M j ( t ) 

d 2 
i j ( t ) + ε 

(
x d j ( t ) − x d i ( t ) 

)
(12) 
here x d 
i ( t ) and x d 

j ( t ) represent the position in d th dimension of

article i and j at the t th iteration respectively. d ij ( t ) is the Eu-

lidean distance between these two particles. ε is a small constant

nd G ( t ) is the gravity coefficient. The resultant force F d 
i ( t ) of par-

icle i in d th dimension is: 

 

d 
i ( t ) = 

N ∑ 

j =1 , j � = i 
ran d j F 

d 
i j ( t ) (13) 

here N is the number of particles and rand j is a random number

n [0,1]. 

.4.4. Update the acceleration, velocities and positions of particles 

The gravity coefficient G ( t ) varies with the time and the calcu-

ation of G ( t ) is: 

 ( t ) = G 0 × e −γ t 
T (14) 

here γ is the time constant, T is the maximum number of itera-

ions and G 0 is the initial value of gravity coefficient. 

The acceleration of particle i in d th dimension at the t th itera-

ion is: 

 

d 
i ( t ) = 

F d 
i ( t ) 

M i ( t ) 
(15) 

here a d 
i ( t ) is the acceleration of particle i in d th dimension at

 th iteration. The velocity and position of particle i can be updated

y: 

 

d 
i ( t + 1 ) = ran d i × v d i ( t ) + a d i ( t ) (16) 

 

d 
i ( t + 1 ) = x d i ( t ) + v d i ( t + 1 ) (17) 

here v d 
i ( t ) and x d 

i ( t ) are the velocity and position of particle i in

he d th dimension at the t th iteration. 

The IGSA will terminate until the iterations reaches to the max-

mum number. Otherwise, the mass, velocity and position for each

article will be updated at each iteration. 

.4.5. Improved strategies 

As shown in Fig. 3 , the deployment of initial particles may be

oncentrated at the center of the jammed area. In this case, the

eal position of the jammer is not covered by the particles and the

ocalization results will be biased according to the searching result

f IGSA. In order to overcome this weak point, the strategy increas-

ng the randomness of the particles is designed in this subsection.

o be specific, the particles with smaller mass (0.1 ∗N ) will choose

ew positions at each iteration. In other words, 0.1 ∗N particles will

e redistributed in the jammed area at each iteration. 
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Fig. 4. Adaptive jammer localization. 
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a

In addition, we add the memorability and interconnection of

Particle Swarm Optimization (PSO) algorithm to improve the per-

formance of IGSA. In the IGSA, the velocities of particles update at

each iteration according to the new formulation, which is repre-

sented as: 

 

d 
i ( t + 1 ) = ran d i × v d 

i ( t ) + a d 
i ( t ) + 

an d j ×
(

p d 
best 

− x d 
i ( t ) 

)
+ ran d k ×

(
g d 

best 
− x d 

i ( t ) 
) (18)

where rand i , rand j and rand k are the random variable in [0,1]. p d 
best 

and g d 
best 

are the best position of particle i and best position of all

the particles through all the iterations respectively. 

The flow chart of our proposed AJLA is illustrated in Fig. 4 .

Firstly, the RJSS values of boundary nodes are reported to the locat-

ing node. Then, the locating node identifies the jammer’s antenna

type based on the collected RJSS values according to the proposed

identification strategy. If the antenna type is determined to be om-

nidirectional, traditional localization algorithms (eg. CL, VFIL) will

be adopted to locate the jammer. Otherwise, the antenna type is

determined to be directional and the designed IGSA-based method

will be adopted to obtain the jammer’s position. 

4.5. Discussions 

4.5.1. Jamming power estimation 

In the IGSA-based localization algorithm, the fading index of

wireless channel can be estimated by physical method during

the transmission among unaffected nodes. However, the jamming

power cannot be derived directly and thus the estimated RJSS val-

ues cannot be calculated in Section 4.4.2 . In order to solve this

problem, the jamming power is assumed to be chosen from a se-

ries of discrete values as assumed in reference [31] since simple

jammers only have limited choices in their transmission powers.

IGSA-based localization algorithm will be conducted under these

discrete jamming powers and the best position with optimal fit-

ness value under each jamming power will be recorded. At last, the

global optimal value chosen from all the optimal values of differ-

ent power levels will be determined and its corresponding position

will be treated as the jammer’s estimated position. 

4.5.2. Determination of η
η is the threshold that determines the jammer’s antenna type,

which is related to the nodes’ density, jamming power and back-

ground noise. For the omnidirectional jammer, σ is mainly deter-
ined by the background noise. As for the directional jammer,

t is closely related to the jamming power, nodes’ density and is

ard to estimated accurately. Here, η is decided according to the

ackground noise and assumed to be five times the mean noise

ower. 

.5.3. Determination of LNS 

In our proposed algorithm, the boundary nodes are the po-

ential localization nodes, but not all the boundary nodes can be

dded to the jammer’s LNS. The boundary nodes influenced by

he directional jammer is illustrated in Fig. 1 (a). In the figure, the

oundary nodes can be divided into two categories. The first cat-

gory is the boundary nodes that enclosed by red circles. These

odes are determined to be the boundary nodes due to the lose

f some neighbor nodes, but their RJSS values are similar to the

ackground noise. In other words, these nodes are not affected by

he jamming attack and cannot reflect the impact of the jammer.

hus, they cannot be added to the jammer’s LNS. Therefore, when

etermining the jammer’s LNS, we take the RJSS values of bound-

ry nodes into consideration. A boundary nodes will be added to

he jammer’s LNS if and only if its RJSS value exceeds a certain

hreshold β . 

.5.4. Applying IGSA to omnidirectional jammer localization 

The proposed IGSA-based directional jammer localization can

lso be utilized to locate the omnidirectional jammer. The time

omplexity of the proposed IGSA-based directional jammer local-

zation is O ( TN 

2 ). T is the number of iterations, and N is the num-

er of particles. However, though the IGSA-based algorithm can

lso achieve good performance in locating omnidirectional jam-

er, there is a tradeoff between the localization accuracy and time

omplexity. Thus, we need to select proper algorithm when locat-

ng the omnidirectional jammer. 

.6. Pseudo-code of adaptive jammer localization algorithm 

The pseudo code of adaptive jammer localization algorithm is

llustrated in Algorithm 2 . At first, the RJSS values of the boundary

odes are collected by the locating node in Step 1. σ is calculated

ased on Formula (5) in Step 2, and if it exceeds η, the jammer

s judged to be an omnidirectional jammer and typical omnidirec-

ional localization algorithms is employed to conduct the localiza-

ion task in Step 4. Otherwise, the jammer is a directional jammer

nd IGSA-based localization algorithm is employed to locate the

ammer in Step 6 - Step 16. N particles are deployed according to

he backward learning method in the jammed area in Step 8. The

tness values of all the particles are calculated in Step 9, and the

est value need to be updated in each iteration in Step 10. Step 11

alculates the mass and normalized mass of the particles, and Step

2 calculates the resultant force of particles according to Newton’s

econd law. The gravity coefficient and acceleration, velocity, posi-

ion of the particle will be updated in Step 13. 0.1 ∗N particles with

ower mass are redeployed in the jammed area in Step 14. The best

alue of this power level and its corresponding particle’s position

re stored in Step 16. At last, the global best value chosen from all

he best values of different power levels will be determined, and

he corresponding particle’s position is considered as the jammer’s

stimated position in Step 18. 

. Simulation and results 

In this section, a series of experiments are conducted to evalu-

te the performance of AJLA. 
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Algorithm 2: Adaptive jammer localization algorithm. 

Input : number of iterations ( T), number of particles( N), 

number of power levels ( p ), acceleration, velocityand 

position of the particle, gravity coefficient and time 

constant α
Output : the estimated jammer’s position 

1 Collect the RJSS values and positions of boundary nodes 

based on the collecting protocol; 

2 Calculate σ according to Formula (5); 

3 if σ exceeds η then 

4 Typical omnidirectional jammer localization algorithm is 

adopted to locate the jammer; 

5 else 

6 for k = 1 : p do 

7 for i = 1 : T do 

8 Select N particles according to backward learning 

method in the jammed area; 

9 Calculate the fitness function for each particle; 

10 Save the best value at this iteration and update the 

best value; 

11 Calculate the mass and normalized mass for each 

particle; 

12 Calculate the resultant force in each dimension for 

all the particles; 

13 Update the gravity coefficient and acceleration, 

velocity, position of the particle; 

14 0.1* N particles with lower mass are redeployed in 

the jammed area;¡¡

15 end 

16 Store the best value and the corresponding particle’s 

position; 

17 end 

18 The position of particle with global best value among all 

the power levels is the estimated jammer’s position. 

19 end 
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Table 1 

Experimental Parameters . 

Parameter Meaning Value 

M Number of nodes 800 

L Range of the network 800 m 

N J Number of jammers 1 

α Threshold of received SNR 5 dB 

β Threshold of RJSS value 10 −5 

Q Simulation times 200 

P J Transmission power of jammer 14 mW 

P T Transmission power of node 10 mW 

P N Power of background noise −60 dBm 

n Fading index of channel 2 

G r Gain of transmitting antenna 1 

G t Gain of receiving antenna 1 

η Threshold for the determination of jammer’s antenna 5 × 10 −6 

2 θB Transmission angle 60 

G 0 Initial value of gravity coefficient 100 

T Number of iteration 100 

N Number of particles 20 

γ Time constant 20 

b Parameter 1 of nodes classification 0.85 

c Parameter 2 of nodes classification 0.9 

d Parameter 3 of nodes classification 0.95 

Fig. 5. CDF of localization errors of different algorithms for omnidirectional jam- 

mer. 
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.1. Experimental settings 

.1.1. Experimental environment 

M nodes are deployed in a L ∗L square area randomly. The jam-

er, which is equipped with an omnidirectional or directional an-

enna, is located at (40 0,40 0). Other related parameters are shown

n Table 1 . 

.1.2. Comparison benchmark and evaluation metrics 

The Euclidean distance between estimated jammer’s position

nd the jammer’s real position is employed to evaluate the accu-

acy of different localization algorithms. The mean error E m 

is de-

ned as: 

 m 

= 

1 

Q 

M ∑ 

i =1 

(∥∥X i − ̂ X i 

∥∥)
(19) 

here Q is the simulation times and X i and 

̂ X i are the i th estimated

osition and real position of the jammer respectively. 

In our proposed AJLA, CL, VFIL are adopted to locate the om-

idirectional jammer while IGSA (defined as AJLA-IGSA) is em-

loyed to locate the directional jammer. In the section of simula-

ions results, we mainly employs some typical methods to evaluate

he performance of IGSA for directional jammer. The typical meth-

ds include Multilateral Localization (ML) and GSA-based localiza-

ion (AJLA-GSA). Multilateral localization is a typical range-based

ethod that can be utilized to locate the directional jammer. In
JLA-GSA, we take no modification of GSA into consideration when

ocating the directional jammer. 

.2. Experimental results 

.2.1. Comparison of localization errors for omnidirectional jammer 

The AJLA-IGSA, AJLA-GSA, CL, VFIL and ML are employed to lo-

ate the omnidirectional jammer respectively. For each method,

e have conducted the simulations for 200 times independently.

he Cumulative Distribution Function (CDF) of localization errors

nd mean errors are illustrated in Figs. 5 and 6 respectively. From

he figures, it can be concluded that the proposed AJLA-IGSA and

JLA-GSA can be utilized to locate the omnidirectional jammer and

chieve good performance. The mean localization errors of AJLA-

GSA, AJLA-GSA, ML, CL and VFIL are 3.6 m, 6.1 m, 7.8 m, 7.2 m

nd 5.1 m respectively. The localization accuracy of them are sim-

lar, but the time complexity of AJLA-IGSA or AJLA-GSA is higher

han other three algorithms. Thus, when locating omnidirectional

ammer, we prefer to select existing algorithms (eg. CL, VFIL) in

rder to decrease the time complexity while ensuring localization

ccuracy. 
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Fig. 6. Mean localization errors of different algorithms for omnidirectional jammer. 

Fig. 7. CDF of localization errors of different algorithms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Mean localization errors of different algorithms. 

Fig. 9. Localization errors for different nodes’ number. 
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5.2.2. Comparison of localization errors for directional jammer 

The AJLA-IGSA, AJLA-GSA, CL, VFIL and ML are employed to lo-

cate the directional jammer respectively. The CDF of localization

errors and mean errors are illustrated in Figs. 7 and 8 respectively.

From the figures, it is obvious that the localization results of CL

and VFIL for directional jammer is inaccurate with mean localiza-

tion errors of 52.5 m and 52.1 m and AJLA-IGSA achieves the best

performance among these three algorithms. Besides, the localiza-

tion errors of AJLA-IGSA, AJLA-GSA are smaller than that of ML.

The mean errors for the AJLA-IGSA, AJLA-GSA and ML are 1.9 m,

3.6 m and 7.8 m respectively. The simulation results demonstrate

that the proposed algorithm are suitable for the localization of di-

rectional jammer and the improved strategies have promoted the

localization performance. The simulation results show that typical

omnidirectional jammer localization algorithms cannot be utilized

to locate directional jammer directly and demonstrate the effec-

tiveness of the proposed AJLA-IGSA. 

5.2.3. Impact of nodes’ number 

The localization performance of different algorithms is com-

pared for the impact of node density. In the simulations, the area

of the network remains unchanged and the nodes varies with 600,

800 and 1000. The CDFs of localization errors when the nodes’
umber is 600 and 1000 are illustrated in Fig. 9 and the mean

rrors for different algorithms are calculated and shown in Fig. 10 .

rom the figures, we can see that AJLA-IGSA achieves the best per-

ormance among these three algorithms. Besides, the mean error

f ML decreases as the number of nodes increases, but the mean

rrors of AJLA-IGSA and AJLA-GSA increases a little. This is due

o that as the number of nodes increases, the number of neigh-

or nodes for each node will increase and thus, the number of

odes that changed to be boundary nodes will increase. Though

he number of nodes in the jammer’s LNS increases as the number

f boundary nodes increases, but the jammed area where the par-

icles are deployed increases. The performance of GSA decreases

ith the distributed region increases when the number of parti-

les remains unchanged. There is a tradeoff between the number

f jammer’s LNS and jammed area and the localization errors in-

rease a little for the AJLA-IGSA and AJLA-GSA. 

.2.4. Impact of jamming power 

The localization performance of different algorithms is com-

ared for the impact of jamming power. In the simulations, the

ower of the jammers is set as 10 mW, 14 mW and 25 mW respec-

ively. The CDFs of localization errors when the jamming power is
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Fig. 10. Mean localization errors for different nodes’ number. 

Fig. 11. localization errors for different jamming power. 
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Fig. 12. Mean localization errors for different jamming power. 

Fig. 13. localization errors for different jammer’s position. 
0 mW and 25 mW are illustrated in Fig. 11 and the mean errors

or different algorithms are calculated and shown in Fig. 12 . From

he figures, we can see that AJLA-IGSA achieves the best perfor-

ance among these three algorithms. Besides, the mean errors of

hese three algorithms increase as jamming power increases. This

s due to that as the jamming power increases, the jammed area

here the particles are deployed increases. GSA is sensitive to the

istribution of the particles and as the distributed region increases,

he performance of GSA decrease with the number of particles re-

ains unchanged. 

.3. Impact of parameters 

.3.1. Impact of jammer’s position 

The localization performance of different algorithms is com-

ared for the impact of jammer’s position. In the experiment,

he jammer is deployed in the location randomly chosen from

10 0,70 0] for both x and y . The CDF of localization errors and mean

rrors are illustrated in Fig. 13 (a) and (b) respectively. From the

gures, it can be concluded that the proposed algorithm is in-

ependent of the jammer’s position. As the jammer deployed in

he wireless network randomly, the proposed AJLA-IGSA achieves
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Fig. 14. localization errors for different particle number. 

Fig. 15. Mean localization errors for different particle number. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16. localization errors for different iterations. 

Fig. 17. Mean localization errors for different iterations. 
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the best performance of these algorithms when locating directional

jammer. 

5.3.2. Impact of particles’ number 

The localization performance of different algorithms is com-

pared for the impact of particle’ number. In the simulations, the

number of particles is set as 10, 20 and 40 respectively. The CDFs

of localization errors for AJLA-IGSA and AJLA-GSA when the num-

ber of particles is 10 and 40 are illustrated in Fig. 14 and the mean

errors for AJLA-IGSA and AJLA-GSA are calculated and shown in

Fig. 15 . From the figures, we can see that as the number of par-

ticles increases, the localization errors of AJLA-IGSA and AJLA-GSA

decrease and the performance of AJLA-IGSA is better than that of

AJLA-GSA for different particles’ number. This is due to that GSA

is sensitive to the number of particles. When the particles’ num-

ber increases, the performance of GSA is improved. Thus, the AJLA-

IGSA and AJLA-GSA obtain better results as the number of particles

increases. 

5.3.3. Impact of iterations 

The localization performance of different algorithms is com-

pared for the impact of iterations. In the simulations, the iterations

is set as 30, 50 and 100 respectively. The CDFs of localization errors
or AJLA-IGSA and AJLA-GSA when the iterations is 30 and 50 are

llustrated in Fig. 16 and the mean errors for AJLA-IGSA and AJLA-

SA are calculated and shown in Fig. 17 . From the figures, we can

ee that as the iterations increases, the localization errors of AJLA-

GSA and AJLA-GSA decrease and the performance of AJLA-IGSA is

etter than that of AJLA-GSA for different iterations. This is due

o that as the iterations increases, the GSA will converge contin-

ously. When the iterations increases, the performance of GSA is

mproved. Thus, the AJLA-IGSA and AJLA-GSA obtain better results

s the iterations increases. 

.3.4. Complexity analysis 

In order to evaluate the complexity of the proposed algorithm,

he delays of information collection and localization process are

nalyzed respectively. The same scenario is conducted in NS3 in

rder to calculate the delay of information collection and the trans-

ission rate of data is assumed to be 1 Mbps. Through our experi-

ents, we have conducted the simulations for 200 times indepen-

ently and the locating node is randomly selected from unaffected

odes for each time. The average delay of information collection is

.2 s. Based on the collected information, we carry out different lo-

alization algorithms in Matlab. The mean delay and average local-

zation errors of different algorithms is shown in Table 2 . Though
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Table 2 

Complexity analysis. 

Algorithm CL VFIL ML IGSA-S10 IGSA-S20 IGSA-S40 

Time complexity 3 μs 20 μs 30 ms 40 ms 60 ms 0.14 s 

Average error 52.5 m 52.1 m 7.78 m 5.13 m 1.96 m 1.08 m 
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[  
he time complexity of CL and VFIL is lower than others, the av-

rage error can be hardly accepted. The time complexity of IGSA-

ased localization algorithm increases with the number of parti-

les. Considering the backoff between time complexity and average

rror, the number of particles is assumed to be 20. Based on this

ssumption, the time complexity can be acceptable and the local-

zation error is small enough. 

. Conclusion and future work 

In order to locate the jammer with no prior knowledge about

he type of jammer’s antenna, this paper puts forward an Adaptive

ammer Localization Algorithm (AJLA). At first, a collection proto-

ol is designed to collect the information of boundary nodes. Then,

n identification method based on the topology of jammed area

s employed to derive the type of jammer’s antenna. When the

ammer is determined to be omnidirectional jammer, typical ex-

sting algorithm, i.e., Centroid Localization (CL), Virtual Force Iter-

tion Localization (VFIL) can be adopted to locate the jammer di-

ectly. When the jammer is equipped with directional antenna, an

mproved Gravitational Search Algorithm (IGSA) is designed to es-

imate the jammer’s position. At last, a series of simulation exper-

ments are conducted to evaluate the correctness and effectiveness

f the proposed algorithm. Experimental results show that AJLA-

GSA could locate the directional jammer efficiently and accurately.

In the future, we will take different directional antenna types

nto consideration, including flat antenna, sampling function an-

enna etc. The transmission pattern of different directional antenna

s various, which increases the challenges for range-based localiza-

ion method. 
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